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Abstract. A powerful research line in the design of declarative lan-
guages consists in the introduction of expressive resources with a fuzzy
taste on their cores, in order to provide comfortable computational con-
structs for easily solving real-world scientific/engineering problems. Into
the fuzzy logic programming arena, the so-called multi-adjoint approach
(MALP in brief) has emerged as an interesting paradigm for which our
research group has developed during the last years the FLOPER pro-
gramming environment and the FuzzyXPath application in the field of the
semantic web. Since the practicality of declarative languages is strongly
dependent of their theoretical foundations, here we focus on topics re-
lated with the declarative semantics of the MALP framework. So, under
an innovative point of view relying on fuzzy sets theory, in this paper we
re-formulate in a very simple and elegant way our original model theory-
based notions of least fuzzy Herbrand model and (fuzzy) correct answer.
Apart for simplifying the proofs relating these concepts, our results are
nicely strengthened with homologous ones in the field of pure logic pro-
gramming, but largely surpassing them thanks to the fuzzy dimension of
the MALP language.

Keywords: Fuzzy sets and fuzzy logic, Fuzzy logic programming, Fuzzy
Herbrand model, Fuzzy correct answers, Soundness, Fuzzy information
systems.

1 Introduction

There exist a lot of contributions in the specialized literature related to fuzzy
logic programming which pay attention to declarative (fix-point, model-theore-
tic, etc.) semantics which surprisingly make not explicit use of fuzzy sets. In
this paper we provide a declarative description, based on fuzzy sets, of the least
Herbrand model and correct answer for MALP programs.

In what follows, we present a short summary of the main features of our
language (we refer the reader to [8,9,10] for a complete formulation, including
completeness and other correctness properties). We work with a first order lan-
guage, L, containing variables, function symbols, predicate symbols, constants,
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quantifiers and several (arbitrary) connectives to increase language expressive-
ness. In our fuzzy setting, we use implication connectives (←1,←2, . . . ,←m) and
also other connectives: conjunctions (denoted by ∧1,∧2, . . . ,∧k), disjunctions
(∨1,∨2, . . . ,∨l)

1 and aggregators (usually denoted by @1,@2, . . . ,@n) which are
used to combine/propagate truth values through the rules. The general definition
of an n-ary aggregator connective @ (that extends conjunctions, disjunctions)
states for its truth function @̇, that @̇ : Ln → L is required to be monotone
and fulfills @̇(�, . . . ,�) = �, @̇(⊥, . . . ,⊥) = ⊥2. Although the connectives ∧i,
∨i and @i are binary operators, we usually generalize them as functions with an
arbitrary number of arguments.

Additionally, our language L contains the elements of a multi-adjoint lattice,
(L,≤,←1,&1, . . . ,←n,&n) (see Definition 3), equipped with a collection of ad-
joint pairs (←i,&i), where each &i is a conjunctor intended to the evaluation of
modus ponens.

A rule is a logic formula H ←i B, where H is an atomic formula (called the
head) and B (which is called the body) is a formula built from atomic formulas
B1, . . . , Bn (n ≥ 0), truth values of L and conjunctions, disjunctions and aggre-
gators. Rules with an empty body are called facts. A goal is a body submitted
as a query to the system. Variables in a rule are assumed to be governed by uni-
versal quantifier and in a goal by existential quantifier. A multi-adjoint formula
is a rule or a goal. A multi-adjoint logic program P is a set of pairs R : 〈R; v〉,
where R is a (logic) rule and v is a truth degree (a value of L) expressing the
confidence which the user of the system has in the truth of the R.

In order to describe the procedural semantics of the multi-adjoint logic lan-
guage, in the following we denote by C[A] a formula where A is a sub-expression
(usually an atom) which occurs in the –possibly empty– context C[] whereas
C[A/A′] means the replacement of A by A′ in context C[]. Moreover, Var(s) de-
notes the set of distinct variables occurring in the syntactic object s, θ[Var(s)]
refers to the substitution obtained from θ by restricting its domain to Var(s)
and mgu(E) denotes the most general unifier of an equation set E. In the next
definition, we always consider that A is the selected atom in goal Q and L is the
multi-adjoint lattice associated to P .

Definition 1 (Admissible Steps). Let Q be a goal and let σ be a substitution.
The pair 〈Q;σ〉 is a state. Given a program P, an admissible computation is
formalized as a state transition system, whose transition relation →AS is the
smallest relation satisfying the following admissible rules:

1) 〈Q[A];σ〉→AS〈(Q[A/v&iB])θ;σθ〉 if θ = mgu({H = A}), 〈H←iB; v〉 in P
and B is not empty.

2) 〈Q[A];σ〉→AS〈(Q[A/v])θ;σθ〉 if θ = mgu({H = A}), 〈H←i; v〉 in P.

3) 〈Q[A];σ〉→AS〈(Q[A/⊥]);σ〉 if there is no rule in P whose head unifies with
A (this case copes with possible unsuccessful branches).

1 We assume that ∧i is a t-norm, ∨i is a t-conorm, ←i is a implication, as conceived
in [15].

2 L is a lattice according to the later Definition 3 and � = sup(L),⊥ = inf(L).
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Definition 2 (Admissible Derivation). Let P be a program with an associ-
ated multi-adjoint lattice (L,≤) and let Q be a goal. An admissible derivation
〈Q; id〉 →∗

AS 〈Q′; θ〉 is an arbitrary sequence of admissible steps.
When Q′ is a formula not containing atoms and r ∈ L is the result of in-

terpreting Q′ in (L,≤), the pairs 〈Q′;σ〉 and 〈r;σ〉, where σ = θ[Var(Q)], are
called admissible computed answer (a.c.a.) and fuzzy computed answer (f.c.a.),
respectively (see [4] for details).

Moreover, in the MALP framework [10,8,9,7], each program has its own asso-
ciated multi-adjoint lattice, that we define in the following, and each program
rule is “weighted” with an element of this one.

Definition 3. A multi-adjoint lattice is a tuple (L,≤,←1,&1, . . . ,←n,&n) such
that:

i) (L,≤) is a complete lattice, i.e., for all S ⊂ L, exist inf(S) and sup(S)3.
ii) (←i,&i) is an adjoint pair in (L,≤), namely:

1) &i is increasing in both arguments, for all i, i ∈ {1, . . . , n}.
2) ←i is increasing in the first argument and decreasing in the second, for

all i.
3) x ≤ (y ←i z) iff (x&iz) ≤ y, for any x, y, z ∈ L (adjoint property).

iii) �&iv = v&i� = v, for all v ∈ L, i ∈ {1, . . . , n}, where � = sup(L).

We refer the reader to [13] where we focus on two relevant mathematical concepts
for this kind of domains useful for evaluating multi-adjoint logic programs, and,
on the one side, we adapt the classical notion of Dedekind-MacNeille completion
in order to relax some usual hypothesis on such kind of ordered sets.

The structure of this paper is as follows. The notion of least fuzzy Herbrand
model by using fuzzy sets is presented in Section 2. Next, in Section 3 we focus
on fuzzy correct answers expressed again in terms of fuzzy sets and moreover, we
then prove the soundness property of the framework. Section 4 summarizes some
preliminary results of logical consequences after being reformulated by means of
fuzzy sets. Finally, Section 5 concludes with our on-going work.

2 Fuzzy Sets and Least Fuzzy Herbrand Model

The concept of fuzzy set, due to [21], frequently occurs when we tend to organize,
summarize and generalize knowledge about objects [16]. On this concept is based
the theory of uncertainty with classic references on fuzzy logic programming
[14,17,18,19,20].

In this section, we use the theory of fuzzy sets in order to define, for the first
time in literature, the notion of least fuzzy Herbrand model as a certain fuzzy
subset of the Herbrand base. We start the development of contents with two
basic notions, namely, the concept of fuzzy set and the one of L-fuzzy set.

3 Then, it is a bounded lattice, that is, it has bottom and top elements, denoted by
⊥ and �, respectively.
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Definition 4. [16] A fuzzy set A of a (crisp or ordinary) set U , may be repre-
sented as a set of ordered pairs with first component x ∈ U and second component
its degree of membership μA(x)

4, that is, A = {x|μA(x) : μA(x) �= 0, x ∈ U},
where the map μA : U → [0, 1] is called the membership function of A.

Thus, the fuzzy set A is characterized by function μA. For every x ∈ U , μA(x) ∈
[0, 1] is a real number that describes the degree of membership of x in A. Also,
if we observe that a ordinary set A ⊂ U is determined by the indicator function
or characteristic function χA,

χA : U → {0, 1}, χA(x) =

{
1, if x ∈ A
0, if x /∈ A

and, since the function μA is a generalization of the function χA, a fuzzy set is
a generalization of the concept of an ordinary set or the notion of crisp set is
extended by the corresponding notion of fuzzy set.

Given A,B fuzzy sets of an universe U , A is said included in B (A is a subset
of B) if, and only if, the membership function of A is less than that of B, that
is, A ⊂ B ⇔ μA(x) ≤ μB(x), ∀x ∈ U .

If, in the above definition, we use a complete lattice L instead of interval [0, 1],
then it arises the following concept of L-fuzzy set.

Definition 5. [15] Let (L,≤) be a complete lattice. An L-fuzzy set A of an
universe U , is defined by the membership function μA : U → L.

In particular, we are interested in expressing the Herbrand base also as a L-
fuzzy set, that is, if BP = {A1, . . . , An, . . .} is the (crisp) Herbrand base of
P , we denote by BL

P = {A1|�, . . . , An|�, . . .} the fuzzy Herbrand base and we
have μBL

P
: F → L is such that μBL

P
(A) = � = sup(L), if A = Ai, for any i,

and μBL
P
(A) = ⊥, otherwise. Here, and thereafter, F denotes the set of all the

formulae of the multi-adjoint language, namely, the set of all formulae generated
by the set of symbols of a given multi-adjoint logic program P .

In what follows we formulate, in an original way, the notion of fuzzy Her-
brand model conceived as L-fuzzy set of the Herbrand base of the multi-adjoint
program.

Definition 6. A fuzzy Herbrand interpretation5 I is a L-fuzzy set of the uni-
verse BP or, equivalently, a map μI : BP → L (in fact, μI is the membership
function of L-fuzzy set), where BP is the Herbrand base of P and (L,≤) is the
multi-adjoint lattice associated to P.

Indeed, the above function μI can be extended in a natural way to the set
of all formulas F . In particular, for every (closed) formula A ∈ F , μI(A) =
infξ{μI(Aξ) : Aξ is a ground instance of A}.
4 We follow the notation due to [21] expressing this pair by x|μA(x). It is customary
to confuse the predicate A(x) with the degree of membership μA(x), we prefer to
explicitly distinguish these two concepts.

5 We will also say Herbrand interpretation.
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Definition 7. A fuzzy Herbrand interpretation I satisfies (or is Herbrand mo-
del of) a rule Ri : 〈Ri;αi〉 if, and only if, αi ≤ μI(Ri). An Herbrand interpre-
tation I is Herbrand model of P iff all rules in P are satisfied by I.
Obviously, if I is a Herbrand model of P , we have μI(A) ≤ �, for all A ∈ BL

P .
Then, using Definition 6, I is a fuzzy subset of the Herbrand base BL

P .
Let HL be the set of Herbrand interpretations whose order, induced from the

order of L, is given by Ij ⊂ Ik ⇐⇒ μIj (F ) ≤ μIk
(F ), for all formula F ∈ F .

It is easy to check that (HL,⊂) inherits the structure of complete lattice from
the multi-adjoint lattice (L,≤). Also, note that HL is a set of L-fuzzy sets of
universe F .

It is important to observe that, using L-fuzzy sets, the least fuzzy Herbrand
model for multi-adjoint logic programing, can be characterized by the following
definition, that is, exactly the same terms as expressed in [6] for pure logic
programming.

Definition 8. Let P be a multi-adjoint logic program with associated lattice
(L,≤). The L-fuzzy set IL

P =
⋂ Ij, where Ij is a Herbrand model of P, is called

least fuzzy Herbrand model of P.

The previous interpretation IL
P can be thought indeed as the least fuzzy Her-

brand model, by virtue of the following result.

Theorem 1. Let P be a multi-adjoint program with associated lattice (L,≤).
Then, IL

P =
⋂ Ij, where Ij is a Herbrand model of P, is the least Herbrand

model of P.

Proof. Let K be the set of Herbrand model of P , that is, the set K = {Ij :
Ij is a Herbrand model of P}. IL

P is a Herbrand interpretation by construction.
Since (HL,⊂) is a complete lattice, there exist the infimum of the set K, it is a
member of HL and is given by the intersection of all Herbrand models Ij .

Moreover, IL
P is also a Herbrand model of P . By definition of intersection,

IL
P ⊂ Ij for each Herbrand model Ij of P . Therefore, μIL

P
(A) ≤ μIj(A) for

each atom A. On the other hand, since each Ij is a model of P , by definition
of Herbrand model, each rule R : 〈A←iB; v〉 in P is satisfied by Ij , that is,
v ≤ μIj (A←iB). Now, by definition of Herbrand interpretation, the monotonic
properties of adjoint pairs in a multi-adjoint lattice, and because μIL

P
(A) ≤

μIj (A):

v ≤ μIj (A←iB) = μIj (A)←̇iμIj (B) ≤ μIL
P
(A)←̇iμIj (B),

where ←̇i denote the truth function of the connective ←i. By the adjoint prop-
erty, v ≤ μIL

P
(A)←̇i μIj (B) iff v&̇i μIj(B) ≤ μIL

P
(A). Also, since the opera-

tion &̇i is increasing in both arguments and μIL
P
(B) ≤ μIj (B), v&̇i μIL

P
(B) ≤

μIL
P
(A). Also, applying the adjoint property once again, v&̇iμIL

P(B) ≤ μIL
P
(A) iff

v ≤ μIL
P
(A)←̇i μIL

P
(B) = μIL

P
(A←iB). Therefore, IL

P satisfies each rule R in P ,
being a Herbrand model of P .
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Trivially, since IL
P is the infimum of complete lattice (K,⊂) (indeed, inf{Ij :

Ij is a Herbrand model}=⋂
Ij), it is the least Herbrand model of P , which con-

cludes the proof. ��
Example 1. Consider the following multi-adjoint logic program P composed by
facts (rules whose bodies are implicitly assumed to be �) and an associate lattice
(L,≤) described by the Hasse’s diagram of the figure:

R1 : 〈p(a) ← ; α〉
R2 : 〈p(a) ← ; β〉
R3 : 〈q(a) ← ; β〉

�

γ

α β

⊥

I1 I2 I3 I4 I5 I6
p(a) γ γ γ � � �
q(a) β γ � β γ �

Here, (&G,←G) is the pair of connectives following the Gödel ’s intuitionistic
logic, whose truth functions are defined as:

&̇G(x, y) = inf{x, y} and ←̇G(y, x) =

{�, if x ≤ y
y, otherwise

It is important to note that with these definitions, the pair (←G,&G) verifies the
condition for conforming an adjoint pair regarding lattice (L,≤) of the figure
above.

There exist six different Herbrand models (see I1, . . . , I6 in the previous table)
being IL

P = I1 the least fuzzy Herbrand model. It is easy to see that IL
P is the

L-fuzzy

IL
P = {p(a)|γ, q(a)|β} ⊂ BL

P = {p(a)|�, q(a)|�}

3 Correct Answers by Using Fuzzy Sets

In this section we study the characterization of the notion of correct answer
based on L-fuzzy sets. Moreover, we see also for the new formulation of least
Herbrand model, that this L-fuzzy set is (like in pure logic programming, see [6])
the set of formulas in the Herbrand base which follow logically from the formulas
of the MALP program6. The following theorem shows this characterization for
correct answer 〈λ; θ〉.

6 It is not difficult to prove that the fuzzy least Herbrand model coincides with the
set of logical consequences, similarly to pure logic programming.
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Theorem 2. Let P be a multi-adjoint logic program and G a goal. The pair
〈λ; θ〉 is a correct answer for P and G if, and only if, λ ≤ μIL

P
(Gθ), where IL

P
is the least fuzzy Herbrand model of P, λ ∈ L and θ is a substitution.

Proof. Since μIL
P

is the membership function of IL
P , it is enough to use the

definitions of least fuzzy Herbrand model and correct answer. ��

The following example adequately suggests how correct answers can be obtained
from least fuzzy Herbrand model, the L-fuzzy set IL

P .

Example 2. Consider the following programP = {R1,R2,R3}, whose associated
lattice (L,≤) is given by its depicted Hasse diagram:

R1 : 〈p(a) ← ; α〉

R2 : 〈p(b) ← ; β〉

R3 : 〈q(a) ←G p(a); γ〉

�
γ

α β

⊥

FollowingGödel ’s logic, the truth functions of connectives (←G,&G) are defined in
Example 1, thus verifying the conditions for conforming an adjoint pair regarding
lattice (L,≤) of the above figure.

The Herbrand base of the program P is BP = {p(a), p(b), q(a), q(b)}, hence
BL
P = {p(a)|�, p(b)|�, q(a)|�, q(b)|�}. All Herbrand model of P is a fuzzy subset

of BL
P , in particular IL

P ⊂ BL
P . It is easy to check that the least Herbrand model

IL
P can be given by the L-fuzzy set IL

P = {p(a)|α, p(b)|β, q(a)|α, q(b)|⊥}. Then:

i) For goal p(a) the set of correct answers is {〈λ; id〉 : λ ∈ L, λ ≤ α}.
ii) For goal p(b) the set of correct answers is {〈λ; id〉 : λ ∈ L, λ ≤ β}.
iii) For goal q(a) the set of correct answers is {〈λ; id〉 : λ ∈ L, λ ≤ α}.
iv) For goal p(x), the set of correct answers is {〈λ; θ〉 : λ ∈ L, λ ≤ μIL

P
(p(x)θ)} =

{〈⊥; {x/a}〉, 〈α; {x/a}〉, 〈⊥; {x/b}〉, 〈β, {x/b}〉}.
Note that the membership of p(x) to fuzzy set IL

P is

μIL
P
(p(x)) = inf{μIL

P
(p(x)σ) : p(x)σ is ground}=7 inf{μIL

P
(p(a)), μIL

P
(p(b))}

= inf{α, β} = ⊥.

v) For goal q(x), the set of correct answers is {〈λ; θ〉 : λ ∈ L, λ ≤ μIL
P
(q(x)θ)} =

{〈α; {x/a}〉, 〈⊥; {x/b}〉}.
We have now that μIL

P
(q(x)) = inf{μIL

P
(q(a)), μIL

P
(q(b))} = inf{α,⊥} = ⊥

(it is easy justify that the least Herbrand model has to be defined this way
from q(a), q(b) formulae).

7 Substitutions will only consider terms from the Herbrand universe of the program
instead of variables.
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In the following theorem we provide an original demonstration for the soundness
of the procedural semantics of multi-adjoint programming. Therein we observe
a certain analogy with the one included in [6] for the pure logic programming
case, despite that the non refutational feature of our language and its fuzzy
nature determine very significative differences between both ones. Before tackling
the mentioned result, we state the following lemma, that has an instrumental
character.

Lemma 1. Let (L,≤) be a complete lattice. For all A,B subsets of L, A ⊂ B,
implies inf(B) ≤ inf(A).

Proof. It suffices to consider the definition of the infimum and the complete
character of lattice (L,≤). ��
Observe that, thanks to the previous lemma, we have μI(A) ≤ μI(Aθ)8, for all
substitution θ and for all Herbrand interpretation I, whenever the set of ground
instances of formula Aθ is a subset of the set of ground instances of A.

Theorem 3 (Soundness). Let P be a multi-adjoint logic program, A an atomic
goal and 〈λ; θ〉 a fuzzy computed answer for A in P. Then, 〈λ; θ〉 is a correct
answer for P and A.

Proof. Let D : [G1, . . . , Gn] be a derivation where G1 = 〈A; id〉 →n
AS/IS 〈λ; θ〉 =

Gn. We prove the claim by induction on n, being n length of D.
We see that, in first place, the result holds for n = 1. Indeed, if for goal

A exists the derivation 〈A; id〉 →AS 〈λ; θ〉, then rule R : 〈H←i;λ〉 ∈ P and
Aθ = Hθ. In that case, every Herbrand model I of P satisfies rule R and, then,
λ ≤ μI(H←i), namely, λ ≤ μI(H). Furthermore, from the equality Aθ = Hθ it
follows that μI(Aθ) = μI(Hθ) and by Lemma 1, we obtain μI(H) ≤ μI(Hθ).
Consequently, we have λ ≤ μI(Aθ) and 〈λ; θ〉 is a correct answer for P and A,
as wanted.

Next suppose that the result is true for all derivation with length k and
let us see that it is verified for an arbitrary derivation of length k + 1, D :
[G1, . . . , Gk+1]. Noting the first step of derivation D, we have G1 = 〈A; id〉 →AS

〈v&iBσ;σ〉 = G2. That is, the admissible step has been executed using the
program rule R : 〈H←i B; v〉, where atom A unifies with the head of rule R
through the mgu σ. For each atom Biσ

9 , i = 1, . . . , n, of Bσ exists a derivation
whose length is less or equal to k, which gives the computed answer 〈bi; τi〉.

More precisely, taking into account that Dom(σ) ∩ Ran(Bi) = ∅, D includes
the following admisible/interpretive derivation steps10:

8 See, for instance, paragraphs iv), v) of Example 2.
9 Without lost of generality, we can suppose that in the considered derivation all
admissible steps are executed before applying interpretive steps.

10 If Q is a goal and σ is a substitution, an interpretive computation is a state transition
system, whose transition relation →IS⊆ (E × E) is defined as 〈Q[@(r1, r2)];σ〉→IS

〈Q[@(r1,r2)/@̇(r1,r2)];σ〉 where @̇ is the truth function of connective @. If Q is a goal
not containing atoms, an interpretive derivation is a sequence 〈Q;σ〉 →∗

IS 〈Q′;σ〉 of
arbitrary interpretive steps.
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D : [〈A; id〉 →AS

〈v&iBσ;σ〉 =

〈v&i@(B1σ, . . . , Bnσ);σ〉 →l1
AS/IS

〈v&i@(b1, . . . , Bnσ);σ ◦ τ1〉 →ln
AS/IS

〈v&̇i@̇(b1, . . . , bn);σ ◦ τ1 ◦ · · · ◦ τn〉 →IS

〈v&̇ib;σ ◦ τ〉 →IS

〈λ; θ〉]

where τ = τ1 ◦ τ2 ◦ · · · ◦ τn, θ = σ ◦ τ , λ = v&̇ib, l1 + l2 + . . . + ln = k − 2 y
b = @̇(b1, . . . , bn), being @ the combination of all conjunctions, disjunctions and
aggregators that links the elements bi ∈ L in order to obtain the correct answer
〈b; τ〉 for program P and goal Bσ.

By the induction hypothesis, for each Biσ, 〈bi; τi〉 is a correct answer and,
then, bi ≤ μI(Biστi), for all Herbrand interpretation I that is model of P . In
that case, from bi ≤ μI(Biστi) it follows that b ≤ μI(Bσ) since μI(Bσ) is ob-
tained from μI(Biτi) as a result of applying the truth functions of conjunctions,
disjunctions or aggregators, being all them monotone in each component.

Then, the equality Aσ = Hσ entails Aθ = Hθ and, therefore, μI(Aθ) =
μI(Hθ). Besides, by firstly using Lemma 1 having into account later that (←i,&i)
is an adjoint pair, it results λ = v&̇ib ≤ v&̇iμI(Bσ) ≤ μI(H) ≤ μI(Hθ).

Consequently, λ ≤ μI(Aθ) and 〈λ; θ〉 is a correct answer for program P and
atom A, as claimed. ��

4 Logical Consequences by Using Fuzzy Sets

Now, we present a concept strongly related with the developments seen in the
core of the paper. We include our approach of fuzzy logical consequences via
fuzzy sets in this appendix due to lack of space in the body of the work.

We formalize the concept of logical consequence in terms of the fuzzy set IL
P

and we relate it with the notion of correct answer. Moreover, we prove that the
least Herbrand model IL

P coincides with the set of formulae from the Herbrand
base BL

P that are a logical consequence of the set of rules of a multi-adjoint
program. This result allows to extend, for multi-adjoint framework, the classical
and well-known formulation of least Herbrand model to logic programming.

In what follows, we propose to state a characterization of the concept of logical
consequence through the least Herbrand model IL

P . Moreover, from a conceptual
standpoint, this characterization will be formulated in a completely similar to
the classical case.
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Given the multi-adjoint logic program P = {R1, . . . ,Rn} with Ri : 〈Ri;αi〉,
i = 1, . . . , n, we have that A = 〈A;α〉 is a logical consequence of P if, and
only if, αi ≤ Ij(Ri) ⇒ α ≤ Ij(A), ∀i, j. Now, the following theorem gives a
characterization of this concept in terms of fuzzy set IL

P .

Theorem 4. Let P be a multi-adjoint logic program and A = 〈A;α〉 a multi-
adjoint formula. A is a logical consequence of P if, and only if, IL

P is a Herbrand
model of A.

Proof. It is enough to consider the definition of (least fuzzy Herbrand model)
IL
P in order to obtain the equivalence: A is a logical consequence of P if, and

only if, α ≤ μIL
P
(A). ��

In the following results we relate the concepts of logical consequence and correct
answer.

Theorem 5. Let P be a multi-adjoint logic program and G a goal. If 〈λ; θ〉 is a
correct answer for P and G then 〈Gθ;λ〉 is a logical consequence of P.

Proof. Let IL
P be the least Herbrand model of P and see that IL

P is Herbrand
model of 〈Gθ;λ〉. However, by definition of correct answer is verified that λ ≤
μIL

P
(Gθ), as wanted. ��

Theorem 6. Let P be a multi-adjoint logic program and A = 〈A;α〉 a multi-
adjoint formula such that A is a goal. If A is a logical consequence of P, then
the pair 〈α; id〉 is a correct answer for P and A.

Proof. By the Theorem 4, IL
P is Herbrand model of A, so that α ≤ μIL

P
(A) and

therefore 〈α; id〉 is a correct answer for P and A as claimed. ��
Theorem 7. Let P be a multi-adjoint logic program and A = 〈Aθ;α〉 a multi--
adjoint formula such that Aθ is a goal. If A is a logical consequence of P, then
the pair 〈α; θ〉 is a correct answer for P and A.

Proof. Analogous to the above theorem. ��
The next result is a natural adaptation, to multi-adjoint logic programing, of the
corresponding theorem of pure logic programming, (see [6]), which characterizes
the least Herbrand model as the set of formulae from the Herbrand base that are
logical consequences of the multi-adjoint program. In this theorem we express a
formula multi-adjoint A = 〈A;α〉 as the pair A|α (α is degree of membership
of A in fuzzy set {A|α}). Observe that this syntax is also allowed for rules in
multi-adjoint program.

Theorem 8. Let IL
P be the least fuzzy Herbrand model of a multi-adjoint pro-

gram P with associated lattice L. If we choose formulae A = A|α with α =
μIj (A), for some Herbrand model Ij , then IL

P = {A ∈ BL
P : A is a logical

consequence of P}.
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Proof. If A ∈ IL
P ⊂ BL

P , then α ≤ μIL
P
(A) so A is logical consequence of P and

this shows that IL
P ⊂ {A ∈ BL

P : A is a logical consequence of P}. For the reverse
inclusion, let A = A|α be a formulae, with α = μIj(A), for some Herbrand model
Ij ; then, μIL

P
(A) ≤ μIj (A) = α, because IL

P ⊂ Ij . Moreover, since A is a logical

consequence of P , α ≤ μIL
P
(A) and, consequently, α = μIL

P
(A), as required. ��

5 Conclusions and Future Work

This paper has focused on the MALP framework, for which during the last years
we have produced a wide range of results regarding both theoretical [2,3,4,13],
and practical [11,12,1] developments. After recalling from [5] our concept of least
Herbrand model forMALP, we have characterized, through the concept of fuzzy
set, notions of Herbrand model, least Herbrand model and correct answer, thus
extending the classic concepts of pure logic programming to this kind of fuzzy
logic programs. The main goals of this work have been both the re-formulation
of all these concepts as well as their strong relationships (by also including
an original proof of the soundness for the procedural semantics of MALP) by
means of the well-known fuzzy sets theory, thus providing more natural and
clearer results which directly resemble the properties of pure logic programming
described in [6], but lifted now to the modern case of fuzzy logic programming.
We are nowadays implementing most notions defined in this paper inside our
“Fuzzy LOgic Programming Environment for Research” FLOPER (visit http:
//dectau.uclm.es/floper/ where some real-world examples are available too).
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